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Abstract  
Fully connected fuzzy inference systems (F-CONFIS) 
proposed recently by Wang et.al. when combined with Extreme 
Learning Machines (ELMs) outperforms other classifiers. We 
propose a hybrid PCA-Fuzzy-ELM method in this paper. In this 
hybrid method, firstly the dimension of the dataset is reduced 
using PCA, secondly a modified fully connected fuzzy 
inference system (MF-CONFIS) is designed and finally ELM 
is used to train the MF-CONFIS. The classification results 
based on benchmarking datasets shows the merits of the 
proposed hybrid PCA-Fuzzy-ELM. Finally, the proposed 
hybrid PCA-Fuzzy-ELM is used to Predict QSARs for the 
Inhibition of Dihydrofolate Reductase by Pyrimidines. 
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I. INTRODUCTION  
Classification, one of the major components in data mining, has 
been of greater interest to researchers for several decades. 
Many machine learning algorithms are available for 
classification, namely, neural networks [1], support vector 
machines [2], fuzzy rule based classifiers [3], K-nearest 
neighbourhood classifiers [4], Decision Trees [5], Bayesian 
network Classifiers [6], etc. For the datasets with more number 
of attributes, the computational/time complexity of the machine 
algorithm or the classifier increases and hence there is also a 
need of reducing the number of attributes (features) using 
methods like linear discriminant analysis (LDA), principle 
component analysis (PCA), etc. 

Recently, Extreme learning machine (ELM) [7] was proposed 
by G.-B. Huang, et.al. ELMs are iteration less feedforward 
neural networks with random weights between the input layer 

are dimension-reduced using PCA and the resultant attributes 
are fuzzified based on the idea to form a modified fully 
connected fuzzy inference system (MF-CONFIS). The 
consequent parts of the MF-CONFIS are found using ELM 
techniques. Experimental result on a benchmarking dataset 
using the hybrid PCA-Fuzzy-ELM shows the merits of the 
proposed method. The proposed method is also used to predict 
quantitative structure activity relationships (QSARs) for the 
Inhibition of Dihydrofolate Reductase by Pyrimidines and the 
results are promising. 

 

II. RELATED WORK 
This section discusses about extreme learning machines and 
fully connected fuzzy inference systems. 

 

II.I. Extreme Learning Machines  
Extreme learning machines are feedforward networks [10, 11], 
where the weights between the input layer and the hidden layer 
are randomly generated and the output weights are calculated 
by matrix inversion. 
 
Let nxxxX ,,, 21 be the set of n number of records, where 

imiii xxxx ,,, 21 represent the m number of features for 

the thi record.  iciii tttt ,,, 21 represent the class label for 
thi record where c is the number of classes and each 1,0ijt .   

 
Let p be the number of hidden nodes, g be the transfer 

function, and H be the Moore-Penrose generalized inverse of 
H.  The weights connecting the hidden layer and the output 
layer can be obtained by TH , where 
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Latest advances and application of extreme learning machines 
are, but not limited to, Electroencephalography (EEG) signal 
classification [12], nonlinear learning over network using 
distributed-ELM [13], indoor localization algorithm based on 
online sequential ELM [14], multiple instance learning based 
on ELM [15], remote sensing image classification [16], multi-
dimensional ELM [17], semi-supervised ELM [18], 
binary/ternary extreme learning machines [19], parallel online 
sequential ELM [20], multiple kernel ELM [21], non-redundant 
synergy pattern based graph classification [22], smile detection 
[23], facial age range estimation [24], classification of mental 
tasks from EEG signals [25], optimization of biodiesel engine 
performance [26], prediction of monthly effective drought 
index in eastern Australia [27], predictive control strategy [28], 
multivariate time series online sequential prediction [29], etc. 
 
II.II. Fully Connected Fuzzy Inference Systems  
Three layer fully connected fuzzy neural network (F-CONFIS) 
[30, 31] consists of three layers as shown in figure 1.  F-
CONFIS is an improvement over Adaptive Neuro Fuzzy 
Inference System (ANFIS) [32] in terms of speed (time 
complexity) and memory (space complexity).  

The number of neurons in the input layer of F-CONFIS is m .  
There are L hidden neurons in the hidden layer.  Each hidden 
layer receives m inputs.  The transfer functions in the hidden 
layers are the exponentials of the sum of the inputs.  The 
weights between the input layer and the hidden layer is given 
by  

ijirij xAv ilog   

where ni ,,2,1 represents the index of the input variables. 
Lj ,,2,1 represent the index of the membership function of 

the variable.  The number of MFs for fuzzy variable ix is iR .  

11 %)( Rllr  and  

1
1
1 %)( RRllr i

k ki for ni ,,2  

The number of output neurons is c and equal to the number of 

III. PROPOSED HYBRID PCA-FUZZY-ELM 
This section proposes a hybrid PCA-FUZZY-ELM method 
with combination of (i) iteration less feedforward neural 
network (the ELM) for fast learning, (ii) fuzziness in the layer 
between input layer and hidden layer by the concept of 
modified fully connected fuzzy system (MF-CONFIS) for 
dealing with uncertainty, vagueness and ambiguity in the data, 
(iii) principle component analysis to reduce the dimensionality 
of the data set thereby indirectly reducing the number of fuzzy 
rules and the number of hidden neurons. 

In the proposed algorithm, the dimension of the training data is 
reduced using PCA. Then MF-CONFIS is constructed as 
shown in figure 2. The number of neurons in the input layer of 
MF-CONFIS is m . The number of output neurons is c and 
equal to the number of classes.  There are L hidden neurons in 
the hidden layer.  Each hidden layer receives m inputs.  The 
transfer functions in the hidden layers are the sigmoid of the 
mth root of the exponential of the sum of the inputs.  The 
weights between the input layer and the hidden layer is given 
by ijirij xAv ilog  where ni ,,2,1 represents the 
index of the input variables. Lj ,,2,1 represent the index of 
the membership function of the variable.  The number of MFs 
for fuzzy variable ix is iR .  

11 %)( Rllr  and  

1
1
1 %)( RRllr i

k ki for ni ,,2  

 
Then MF-CONFIS is trained using ELM with the known 
dimension-reduced dataset. Then for any new unknown dataset 
the PCA is used to reduce the dimension and then passed to the 
trained MF-CONFIS to predict the class in which the data 
belongs. Figure 3 shows the diagram for the proposed hybrid 
PCA-Fuzzy-ELM. Steps of the proposed hybrid PCA-Fuzzy-
ELM are shown in Algorithm 1. 
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Figure 1: Fully Connected Fuzzy Inference System (F-CONFIS).  
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Algorithm 1 Hybrid PCA-FUZZY-ELM 
Let nrrrR ,,, 21
attributes/variables/parameters.  For example ith record can be given as ,,,, 21 miiii aaar where aji is the value of jth attribute in the ith record.  

,,,, 21 iciii tttt represents the class label for ith record where c is the number of classes with each ,1,0ijt and 

nttttransposeT ,,, 21  with size cn  
1. s by applying principle 

component analysis (PCA), so that ,,,, 21 kiiii aaar where jia is the value of jth uncorrelated attribute in the ith record. 

2. Construct MF-  way 

that the number of records is less than ,1 1 csMPsk
i

k
j jsi i where si is the number of membership functions for the ith variable and 

isP is the number of parameters of the th
is membership function. 

3. Choose the centre and spread of the membership functions in such a way that the following H matrix have less number of elements with the value 
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4. 
Determine the output weights by considering MF-CONFIS as an extreme learning machine using TH , where H is the Moore-Penrose 
generalized inverse of H.   

 
 
We consider first eight projected features provided by PCA.  
Three membership functions are used to represent each of the 
eight features (Figure 4 shows the membership function used 
for each of these eight features). Thus, 38 rules can be formed 
and hence there needs 38 hidden neurons (L). 
 

Table 1 shows the classification accuracy for the small round 
blue-cell tumor dataset using ELM (with 100 hidden neurons), 
other results from the literature and our proposed hybrid PCA-
FUZZY-ELM. 
 

Table 1. Classification of SRBCT dataset.   

Methods Average Accuracy 
over 100 runs in % 

Standard 
deviation  
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IV. PREDICTING QSARs FOR THE INHIBITION OF 
DIHYDROFOLATE REDUCTASE BY PYRIMIDINES 
Learning quantitative structure activity relationships (QSARs) 
between pairs of compounds for the inhibition of Dihydrofolate 
Reductase by Pyrimidines [34, 35] is one of the challenging 
chemoinformatics dataset. There are three positions of possible 
substitutions for each drug and there are 9 attributes for each 
substitution position, namely, polar, size, flex, h-doner, h-
acceptor, pi-doner, pi-acceptor, polarisable, sigma. There are 
27 attributes in each drug. The total number of attributes in each 
instance is 54 (Since each instance have 2 drugs) and there are 
two classes.  Five training and five testing dataset are available 
in [35, 36] and are used as it is.  We consider first eight 
projected features provided by PCA. Three membership 
functions are used to represent each of the eight features (Figure 
5 shows the membership function used for each of these eight 
features). Thus, 38 rules can be formed and hence there needs 
38 hidden neurons (L). 
 

 
Figure 5: Membership functions for the Pyrimidine dataset 

 

Table 2 shows the classification accuracy for the inhibition of 
dihydrofolate reductase by pyrimidines dataset using GOLEM 
[37], ELM (with 500 hidden neurons) and our proposed hybrid 
PCA-FUZZY-ELM. The results show that the proposed hybrid 
PCA-Fuzzy-ELM is better than ELM 

 

Table 2. Classification of Pyrimidine dataset.   

benchmarking dataset show the merits of the proposed hybrid 
PCA-Fuzzy-ELM.  The results can be further improved by 
considering more projected features from PCA. 
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